
Assessment Questions for Bivariate Relationships 
1- 5
Is there a relationship between the raises high level managers receive and their performance on the job? A company is concerned with the raises and the system of rating ( in the scale of 1 to 5; 1 : Very Poor, 5: Outstanding) for their high level managers. The company is interested in determining whether job rating (x) is a useful linear predictor of raise (y). The linear regression model is used. The following is the data of raises and ratings of 15 managers, and analysis results from Minitab statistical software.
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 Row Manager Raise   Rating

   1      1  18000    3.25

   2      2  16700    2.05

   3      3  15787    3.68

   4      4  10608    3.10

   5      5  10268    3.83

   6      6   9795    2.84

   7      7   9513    2.10

   8      8   8459    2.38

   9      9   6099    3.59

  10     10   4557    4.11

  11     11   3751    3.14

  12     12   3718    3.64

  13     13   3652    3.55

  14     14   3227    2.94

  15     15   2808    3.00 

Descriptive Statistics

Variable        N     Mean   Median  Tr Mean    StDev  SE Mean

Raise          15     8463     8459     8164     5150     1330

Rating         15    3.147    3.140    3.157    0.618    0.159

The regression equation is   Raise = 15336 - 2184(Rating) 
R-Sq = 6.861% 

1. The Pearson’s correlation is 

a. .06861

b. .261

c.  -.261

d.  .346

2. The method used for obtaining the regression line is the Least Square Method (LS). Which of the following is correct for describing the Least Square Method?

a. The LS method maximizes the sum of squared residuals.

b. The LS method minimizes the sum of residuals.

c. The LS method minimizes every residual.

d. The LS method minimizes the sum of squared residuals.

3. The regression slope , b from the data is

a. –2184

b.  2184

c.  15336  
d.  8463


4. What is the proper interpretation of this regression slope?

a. For an increase of one scale point in the rating, the average salary raise increases by $2184.

b. For an increase of one scale point in the rating, the average salary raise decreases by $2184.

c. For in crease of one scale point in the rating, the average salary raise remains the same.

d. For an increase of one scale point in the rating, the average salary raise increases by $15336.

5. What is the sign of the Pearson’s correlation coefficient between raise and rating?

a. Zero

b. Positive

c. Negative

d. Can not be determined.
6-14. CMU is interested in finding out whether student’s GPA can be used to predict student’s starting salary. More specifically, to know whether higher GPA’s lead to higher starting salaries. 23 new graduates who were recently hired were surveyed. Data on GPA (x) and starting salary (y) (in thousands) were used to fit the model.

The results of the simple regression are provided below.
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ANOVA TABLE:

   
Source




DF

Sum of Square


Due to Regression
1

     _____                


Error




21


1.0075


Total




22


15.17


Range of GPA’s are 2.23 to 3.85


Range of starting salaries are 22.3 to 37.4 (thousands)


Average GPA = 3.04,   Average starting salary = 28.7 (thousands)

6. What is the estimated slope of the model?

a. 21.1

b. 2.75

c. 3.00

d. 5.11


7. What is the y-intercept of the model?

a. 21.1

b. 2.75

c. 3.00

d. 5.11

8. Which is the proper interpretation of the relation between GPA and starting salary?

a. An increase of one GPA point will increase average starting salary by $2.75.

b. An increase of one GPA point will increase average starting salary by $2750.

c. GPA has little effect on starting salary. 

d. None of the above.

9. What is the predicted starting salary if a PGA is 3.5?


a. $21100 

b. $28700

c. $45314

d. $30725

10. If a student has GPA 3.24 and a starting salary $32000. Using the regression model, what is the residual for this student’s salary?

a. $30010
    
 b. $1990

c. $-1990        

d.   This model is not appropriate for predicting this student's starting salary. 

11. If a student has GPA 1.45. What is the predicted salary for this student?

a. $21100

b. $25088

c. $28700

d.   This model is not appropriate for predicting this student’s starting salary.

12. What is the coefficient of determination for this model?

a. .0664

b. .9336

c. .9662

d. -.9662

13. What is the Pearson’s correlation between GPA and starting salary?

a. .0664

b. .933

c. .9662

d. -.9662

14. What is the relationship between slope of a regression line, b, and correlation, r?

a. When b is positive, r can be negative.

b. b and r both are between –1 and 1.

c. When b is 0, r must be 0.

d. None of the above

15-19.The following gives six scatter plots. Using these plots to answer the following questions:
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15.Which scatter shows the highest positive correlation:

a. Plot  V
b. Plot I

c. Plot IV        
d. Plot III

16. Which plot shows nonlinear relationship:

    a. Plot I 
     
b. Plot II         
c. Plot III      
d. Plot V

17. Which plot shows very little linear relationship:

a. Plots I
   
b. Plots III        c. Plots V       
d. Plot VI

18.   For the plot I, if we exclude the data that is far out from the rest then, the relationship becomes 

   a. Stronger

b. weaker

c.  No change.       

19. For the plot I, if you exclude the data that is far out from the rest, then, it has the effect on the regression line without the point 

a. The slope is reduced greatly

b. The intercept is reduced a little bit

c. The slope is increased greatly

d. The regression line remains exactly the same 

20. 
Dr. Lee gave students a pretest about statistical concepts at the beginning of the class, then gave the same test at the end of the semester as the posttest. A scatter plot was created to investigate how the two tests are correlated. The correlation coefficient was computed.  Unfortunately, the pretest score of 105 was a typo. He decided to remove this data,  made a new scatter plot and compute the new correlation coefficient. 
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How would the correlation coefficient be affected?

a. 
The value of the new correlation would decrease.

b. 
The value of the new correlation would increase

c. 
The value of the new correlation would stay the same.

d. 
It is impossible to determine if the new correlation would change or not. 

21-27. In a statistics class, students were asked to conduct a project to study if arm length (in inches) can predict the height (in inches). 40 students were randomly selected and their arm lengths and heights were recorded. 

The computer output is given below. The regression equation is: 

[image: image5.emf]2 3 4

 2000

 7000

12000

17000

Rating

Raise

Y = 15335.9 - 2184.23X

R-Sq = 0.06861

Scatter Plot with Regression Line for the Raise Vs Rating Data


height = 46.04 + 0.8 (arm length)

The corresponding  R2 =  68.0%   

21. Based on this regression line, what is your prediction of height for a person with arm length being 30 inches:

a. 70.04 (feet)         b. 70.04 (inches)

c. 76.04 (inches      d. 46.04 (inches)

e. Can not be decided, since we do not have the individual’s actual height.

 22. Explain the slope 0.8 for this model:

a. For increasing one inch of Height, the Arm Length increases by 0.8 inches.

b. For increasing one inch of Arm Length, the Height decreases by 0.8 inches.

c. For increasing one inch of Arm Length, the Height increases by 0.8 inches.

d. None of the above.

23. The regression line is obtained by using the Least Squared (LS) Method. Which of the following is a correct statement of the Least Squared Method:


a. LS method minimizes the sum of the squared residuals.


b. LS method maximizes the sum of the squared residuals.


c. LS method minimizes the sum of residuals.


d. LS method minimizes every residual value.


e. None of the above.

24. The residual is:  
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, the difference between observed response and the predicted response. Suppose someone has the arm length 50 inches and the corresponding height is 60.04 inches. Determine which of the following is the most appropriate:


a. The predicted height 80.04 inches. 

b. The residual for this case is 20 inches.

c. One can not properly make a prediction for this arm length, since it is far from the arm lengths used to build the model.


d. None of the above.

25. An individual has arm length 25” and height 66”. This individual is not used in the model described above. Suppose we add this individual case to the data as case 41. Will this case dramatically change the regression line?

a. 
Yes, as long as a case is not used in building the model, once you add the case to the data, it ALWAYS change the regression line dramatically.

b. 
No, simply by adding a case to the data will NEVER change the regression line regardless what case you add.

c. 
No, this case has arm length 25. If I use the model to predict this case, the predicted height would be 66.04”. The actual is 66”. So, with or without this case will not change the regression line.

d. 
It is NOT possible to make any educated guess. 


26. The correlation coefficient between the arm length and height is 


a. .68

b.  -.68


c. .825


d. -.825



e. Not enough information to determine

27.
Dr. Miller in Canada decided to use the same data as described above for his class except that he changed the units to centimeter.  Which of the following statement is correct for the correlation coefficient? 

a. 
Not enough information to tell. 

b. 
The correlation coefficient is the same regardless the unit being centimeter or inches. 

c. 
The correlation based on centimeter = the correlation coefficient * (1.6) 

d. 
The correlation should be lower than that based on inches since the data have larger variation than using inches as the unit. 
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