How to Analyze Ethical Cases

D.A. Vallero

There are numerous ways to identify, characterize and analyze cases for ethical content. The key to any approach is that it accurately describes the events, people, and decisions that were made, that it strive for objectivity, and be fair and consistent in assessing and ascribing moral intent and consequences. This is covered in your text, beginning on page 250, but I go into a bit more detail here).
As in any case analysis, the first step is descriptive. Who are involved and what is the role of each person in the case? What happened and where did each key step that led to the ultimate result occur? In what manner did the steps occur? Were they sequential, contemporary, or combinations of these? 

Technical analyses not only require knowing how to solve problems, but also having the wisdom in deciding when conditions warrant one solution over another and where one solution is workable and another is not. For example, the engineer is called upon to foresee which, if any, of the curves in Figure 1 applies to the situation at hand. Intuition has always been an asset for environmental engineers, and its value is increasing. The term “intuition” is widely used in a number of ways, so it needs to be defined here so that we are clear about what we mean by intuition, and more importantly, what engineering intuition is not. One of the things that set apart engineers from most other scientists is the way that engineers process information. There are two ways of looking at data to derive information and, one hopes, to gain knowledge. These are deductive and inductive reasoning. When we “deduce,” we use a general principle or fact to give us information about a more specific situation. This is the nature of scientific inquiry. We use general theories, laws, and experiential information to provide accurate information about the problem or the situation we are addressing. A classic example in environmental engineering is deducing from a cause to the effect. Low dissolved oxygen levels in a stream will not support certain fish species, so we reason that the fish kill is the result of low O2. This demonstrates a product of deductive reasoning, i.e.” synthesis.”

Engineers and other technical professionals also engage in inductive reasoning or “analysis.” When we induce, we move from the specific to the general and from the effect to the cause. We attribute the fish kill to the low dissolved oxygen levels in a stream that results from the presence of certain substances that feed microbes that, in turn, use up the O2.  We conduct experiments in microcosms that allow us to understand certain, well-defined and well-controlled aspects of a system. We induce from these observations, so larger principles beyond our specific study. The peril of induction is that any conclusion must be limited.
 For example, our experiment may show a direct relationship between an independent and dependent variable, but one does not know just how far to extend the relationship beyond the controlled environment of the laboratory. We may show that increasing X results in growth of Y, but what happens in the presence of A, B, C and Z? Engineers realize this and must be arbiters of what is useful and what will happen in real-world settings.

So, like other scientists, engineers build up a body of information and knowledge from deductive and inductive reasoning. They must rigorously apply scientific theory (deduction) and extend specific laboratory and field results (induction). Over time, the engineer’s comfort level increases. To observe the decision making of a seasoned engineer might well lead to the conclusion that the engineer is using a lot of “intuition.” Engineers learn about how their designs and plans will work in two ways:

1. Their formal and continuing education, i.e. what others tell them; and 

2. What they have experienced personally. 

The engineer learns both subject matter, i.e. “content,” and processes, i.e. “rules.” The scientific and practical content is what each engineer has learned about the world. Facts and information about matter and energy and the relationships between them are the content of engineering. Rules are the sets of instructions that each engineer has written (literally and figuratively) over time of how to do things.
 

Something to consider: How does my profession process information? Is it similar to the engineering paradigm? If not, how does it differ? For example, see Table 6.2 on page 219 of the textbook. How does your chosen profession assess and perceive risk?
The accumulation of content and rules over one’s academic experience and professional practice leads to intuition. Thus, intuition can be explained as the lack of awareness of why or how professional judgments have come to be.  Kenneth Hammond,
 a psychologist who has investigated intuitive processes says that intuition is, in fact, “a cognitive process that somehow produces an answer, solution, or idea without the use of a conscious, logically defensible step-by-step process.” So, intuition is an example of something that we know occurs, and probably quite frequently, but it is not deliberative, nor can it be explained explicitly after it occurs. I argue that it is really a collective memory of the many deductive and inductive lessons learned (content), using a system to pull these together, sort out differences, synthesize, analyze and come to conclusions (rules). The more one practices, the more content that is gathered and the more refined and tested the rules become. 

Thus, the right solution in one instance may be downright dangerous in another. Or as the National Academy of Engineering puts it, “engineering is a profoundly creative process.”
 However, engineers must always design solutions to problems within constraints and tolerances called for by the problem at hand. For environmental engineers, this is a balance between natural and artificial systems. This balance depends on data from many sources. Good data makes for reliable information. Reliable information adds to scientific and societal knowledge. Knowledge, with time and experience, leads to wisdom. 

Building a structure such as a hazardous waste treatment facility or an incinerator is part of the solution. At all times, the solution calls for a process which may or may not require the design and construction of a structure. Certainly, when a structure is called for the operation and maintenance (O&M) and life cycle analysis (LCA) are needed for the structure. However, the process may represent the entire solution to the environmental problem, such as instituting recycling or pollution prevention based entirely on “virtual” systems like waste clearinghouses. This thinking has gained currency in that it is a vital part of sustainable design, which applies to all engineering disciplines, not just environmental engineering. Standard practice in civil and mechanical engineering now embodies sustainable design; for example we now expect engineers to design for the environment (DFE), design for recycling (DFE) and design for disassembly (DFD), as well as to consider ways to reduce the need for toxic chemicals and substances and to minimize the generation of wastes when they conceive of new products and processes.
 Environmental engineering seldom, if ever, can rely exclusively on a single scientific solution, but is always a choice among many possible solutions dictated by the particular environmental conditions. Thus, designing environmental solutions calls for the application of all of the physical sciences, as well as the social sciences. 

Throughout the first half of the 20th Century when the field was predominantly considered “sanitary engineering” structural considerations were paramount. However, even then, operational conditions had to include chemistry and biology, as well as fluid mechanics and other physical considerations. This amalgam of science grew more complex as we earned the designation of “environmental engineering.”

All engineers apply physical principles. Most also apply ample amounts of chemistry to their respective engineering disciplines. But, environmental and biomedical engineers must also account for biology. In the case of environment engineering, our concern for biology ranges across all kingdoms, phyla and species. Engineers use biological principles and concepts to solve problems (e.g. bacteria and fungi adapted to treat wastes, macrophytic flora to extract contaminants, i.e. “phytoremediation,” and to restore wetlands, and benthic organisms to help to clean contaminated sediments). We use them as indicators of levels of contamination (e.g. algal blooms, species diversity, and abundance of top predators and other so-called “sentry species”) and act as our “canaries in the coal mine” to give us early warning about stresses to ecosystems and public health problems. And, arguably most important, we study organisms as endpoints in themselves. We care principally about human health. This particular area of biology that is so important to environmental engineers is known as “toxicology,” which deals with the harmful effects of substances on living organisms. Usually, toxicology which is not further specified, deals with the harmful effects of substance on human beings, but there are subdisciplines, such as ecotoxicology, which addresses harm to components of ecosystems, and even more specific field, such as aquatic toxicology, which is concerned with harm to those organisms living in water. 

Scientists strive to understand and add to the knowledge of nature. This entails making decisions about what needs to be studied. In this way, science is a social enterprise. The reason we know more about many aspects of the environment today is that science has decided or been forced to decide to give attention to these matters.
 Engineers have devoted entire lifetimes to ascertaining how a specific scientific or mathematical principle should be applied to a given event (e.g. why compound X evaporates more quickly, while compound Z under the same conditions remains on the surface). Such research is more than academic. For example, once we know why something does or does not occur, we can use it to prevent disasters (e.g. choosing the right materials and designing a ship hull correctly) as well as to respond to disasters after they occur. For example, compound X may not be as problematic in a spill as compound Z if the latter does not evaporate in a reasonable time, but compound X may be very dangerous if it toxic and people nearby are breathing air that it has contaminated. Also, these factors affect what the Coast Guard, fire departments, and other first responders should do when they encounter these compounds. The release of volatile compound X may call for an immediate evacuation of human beings; whereas a spill of compound Z may be a bigger problem for fish and wildlife (it stays in the ocean or lake and makes contact with plants and animals). Thus, when deconvoluting a failure to determine responsibility and to hold the right people accountable, one must look at several compartments. 

Arguably, the compartment that the majority of engineers and scientists are most comfortable with is the “physical” compartment. This is the one we know the most about. We know how to measure things. We can even use models to extrapolate what we find. We can also fill in the blanks between the places where we take measurements (what we call “interpolations”). So, we can assign values of important scientific features and extend the meaning of what we find in space and time. For example, if we use sound methods and apply statistics correctly, measuring the amount of crude oil on a few ducks can tell us a lot about the extent of an oil spill’s impact on waterfowl in general. And, good models can even give us an idea of how the environment will change with time (e.g. is the oil likely to be broken down by microbes and, if so, how fast?). This is not to say that the physical compartment is easy to deal with. It is often very complex and fraught with uncertainty. But it is our domain. Missions of government agencies, such as the Office of Homeland Security, the U.S. Environmental Protection Agency, the Agency for Toxic Substances and Disease Registry, the National Institutes of Health, the Food and Drug Administration, and the U.S. Public Health Service, devote considerable effort in just getting the science right. Universities and research institutes are collectively adding to the knowledge base to improve the science and engineering that underpins the physical principles that underpin public health and environmental consequences from contaminants, whether these be intentional or by happenstance. 

Another important compartment in the factors that lead to a disaster is the “anthropogenic” compartment. This is a fancy word that scientists often use to denote the human component of an event (anthropo denotes human and genic denotes origin). This compartment includes the gestalt of humanity, taking into account all of the factors that society imposes down to the things that drive an individual or group. For example, the anthropogenic compartment would include the factors that led to a ship captain’s failure to stay awake. However, it must also include why the fail-safe mechanisms did not kick in. These failures do have physical factors that drive them, for example, a release valve may have rusted shut or the alarm clock’s quartz mechanism failed because of a power outage, but there is also an arguably more important human failure in each. For example, one common theme in many disasters is that the safety procedures are often adequate in and of themselves, but the implementation of these procedures was insufficient. Often, failures have shown that the safety manuals and data sheets were properly written and available and contingency plans were adequate, but the workforce was not properly trained and inspectors failed in at least some crucial aspects of their jobs, leading to horrible consequences. 
Causation (See pages 225 – 228 in text)
This brings of the controversial topic of “cause and effect” and the credible science needed to connect exposure to a risk and a negative outcome. Scientists frequently “punt” on this issue. We have learned from introductory statistic courses that association and causation are not synonymous. We are taught, for example, to look for the “third variable.” Something other than what we are studying may be the reason for the relationship. In statistics classes, we are given simple examples of such occurrences:

Studies show that, in the summer, people who wear shorts in Illinois eat more ice cream. 
Therefore, wearing shorts induces people to eat more ice cream.

The first statement is simply a measurement. It is stated correctly as an association. However, the second statement contains a causal link that is clearly wrong for most occurrences.
 Something else is actually causing both variables, i.e. the wearing of shorts and the eating of ice cream. For example, if one were to plot ambient average temperature and compare it to either the wearing of shorts or the eating of ice cream, one would see a direct relationship between the variables. That is, as temperature increase so does short wearing and so does ice cream eating.

I said that we scientists often punt on causality. Punting is not a bad thing (Ask the football coach who decides to go for the first down on fourth and inches and whose team comes up a half-inch short. He would have likely wished he had asked for a punt!). It is only troublesome when we use the association argument invariably (The football coach who always punts on fourth and short might be considered to lack courage). People want to know what our findings mean. Again the medical science community may help us deal with the causality challenge. The best that science usually can do in this regard is to provide enough weight-of-evidence XE "weight-of-evidence"  to support or reject a suspicion that a substance causes a disease. The medical research XE "research"  and epidemiological XE "epidemiology"  communities use a number of criteria to determine the strength of an argument for causality, but the first well-articulated criteria were Hill’s Causal Criteria XE "Hill’s Causal Criteria" 
 (See Step 3a). Some of Hill’s criteria are more important than others. Interestingly, the first criterion is, in fact, association. 

To give you a context for case descriptions, the next pages provide the steps that I ask students to use in my ethics course to analyze the cases.

Steps in Ethical Analysis of Technical Cases

Step 1 - Case description/Storyboard: Key characters and events pertinent to the case are identified. This description includes narrative, tables, figures, maps, organization charts, critical path diagrams, and photographs that are needed to place the case in ethical context. The storyboard must be both accurate and complete. This can be challenging since almost any problem or issue with ethical content includes numerous perspectives, so each perspective must be described adequately. Remember, this is the descriptive stage, so no judgments on who is right and who is wrong should be made. This is the province of the following steps. Completeness means that the science and societal concepts are fully understood. For example, if we are dealing with a chemical compound, it must be described completely in all matters that could affect the case (e.g. the difference between the physical, chemical and biological characteristics of water and PCBs makes a huge difference in deciding what the most appropriate solution to a problem is and what is morally permissible and obligatory).

A key consideration of step one is assigning responsibility and accountability.
Step 2 – Logical Arguments and Syllogisms: Based upon the findings in Step 1, the validity of the decisions or lack thereof is analyzed. The syllogism includes a factual premise, a connecting fact-value premise, and an evaluative premise to reach an evaluative conclusion. Many moral (and scientific) arguments fail because of weaknesses in any of these components of the syllogism. Depending on the case, numerous arguments must be evaluated (See pages 84, 206 and 223 in the text). This step determines the validity of the argument.
Step 3 – Ethical Problem-Solving Analysis: Once the facts and ethical problems are sufficiently identified and explained, the issues must be classified as to whether they are factual, conceptual or moral.
 

From your descriptions in Step 1, the depth of each type of issue can be assessed. Factual issues are those that are known. This can sometimes be apparent just by reading the events, but in certain cases the facts may not be so clear (e.g. you and I may agree on the “fact” that carbon dioxide is a radiant gas, but we may disagree on whether the build up of CO2 in the troposphere will lead to increased global warming). This may mean that we agree on first principles of science and even the data being used but may disagree on the relative weightings in indices and models. This leads to a need to ascribe causality, a very difficult problem indeed.

Step 3a – Application of Hill’s Criteria:  To begin to evaluate whether a model is valid, oftentimes the best that science usually can do in this regard is to provide enough weight-of-evidence between a cause and an effect. The medical research and epidemiological communities use a number of criteria to determine the strength of an argument for causality, but the first well-articulated criteria were Hill’s Causal Criteria
 (See the table). Depending on the case, some of Hill’s criteria are more important than others. 

Conceptual issues involve different ways that the meaning may be understood. For example, what you and I consider to be “pollution” or “good lab practices” may vary (although the scientific community strives to bring consensus to such definitions). 

Hill’s Criteria for Causality

	Factors to be considered in determining whether exposure to a chemical elicits an effect:

	

	Criterion 1: Strength of Association. For a chemical exposure to cause an effect,  the exposure must be associated with that affect. Strong associations provide more certain evidence of causality than is provided by weak associations.. Common epidemiological metrics used in association include risk ratio, odds ratio, and standardized mortality ratio.

	

	Criterion 2: Consistency. If the chemical exposure is associated with an effect consistently under different studies using diverse methods of study of assorted populations under varying circumstances by different investigators, the link to causality is stronger. For example, the carcinogenic effects of Chemical X is found in mutagenicity studies, mouse and Rhesus monkey experiments, and human epidemiological studies, there is greater consistency between Chemical X and cancer than if only one of these studies showed the effect.

	

	Criterion 3: Specificity. The specificity criterion holds that the cause should lead to only one disease and that the disease should result from only this single cause. This criterion appears to be based in the germ theory of microbiology, where a specific strain of bacteria and viruses elicits a specific disease. This is rarely the case in studying most chronic diseases, since a chemical can be associated with cancers in numerous organs, and the same chemical may elicit cancer, hormonal, immunological and neural dysfunctions.

	

	Criterion 4: Temporality. Timing of exposure is critical to causality. This criterion requires that exposure to the chemical must precede the effect. For example, in a retrospective study, the researcher must be certain that the manifestation of a disease was not already present before the exposure to the chemical. If the disease were present prior to the exposure, it may not mean that the chemical in question is not a cause, but it does mean that it is not the sole cause of the disease (see “Specificity” above).

	

	Criterion 5: Biologic Gradient.  This is another essential criterion for chemical risks. In fact, this is known as the “dose-response” step in risk assessment. If the level, intensity, duration, or total level of chemical exposure is increased a concomitant, progressive increase should occur in the toxic effect. 

	

	Criterion 6: Plausibility. Generally, an association needs to follow a well-defined explanation based on known biological system. However, “paradigm shifts” in the understanding of key scientific concepts do change. A noteworthy example is the change in the latter part of the 20th Century of the understanding of how the endocrine, immune, neural systems function, from the view that these are exclusive systems to today’s perspective that in many ways they constitute an integrated chemical and electrical set of signals in an organism.


	

	Criterion 7: Coherence. The criterion of coherence suggests that all available evidence concerning the natural history and biology of the disease should "stick together" (cohere) to form a cohesive whole. By that, the proposed causal relationship should not conflict or contradict information from experimental, laboratory, epidemiologic, theory, or other knowledge sources.

	

	Criterion 8: Experimentation. Experimental evidence in support of a causal hypothesis may come in the form of community and clinical trials, in vitro laboratory experiments, animal models, and natural experiments. 

	

	Criterion 9: Analogy. The term analogy implies a similarity in some respects among things that are otherwise different. It is thus considered one of the weaker forms of evidence.


Many engineers and scientists believe it is the job of technical societies and other collectives to try to eliminate factual and conceptual disagreements. Most of us agree on first principles (e.g. fundamental physical concepts like the definitions of matter and energy), but unanimity fades as the concepts drift from first principles. For example, the John Ahearnes, former President of Sigma Xi, the Scientific Research Society, recently told an audience of engineers that we should not be disagreeing about the facts.
 The progress of research and knowledge helps to resolve factual issues (eventually), and the consensus of experts aids in resolving conceptual issues. But since complete agreements are not generally possible even for the factual and conceptual aspects of a case, the moral or ethical issues are further complicated. 

Step 3b – Force-Fields:  This can be a simple “polar diagram” where the “forces” that pull or push the key individuals or groups toward decisions are displayed (see the figure). The shape and size of the resulting diagram give an idea of what are the principal driving factors that lead to decisions. Envision a source in the outer middle of each sector pulling against the shape. A force field diagram can be drawn as a subjective assessment of each decision and for each decision maker. For example, lawyers may proceed in one direction, while engineers another, and the land owners another, all because of different forces.


[image: image1]
Example of a Force Field Diagram for a Decision

Step 3b – Net Goodness Analysis:  This is a subjective analysis of whether a decision will be moral or less than moral. It puts the case into perspective, by looking at each factor driving a decision from three perspectives: 1. how good or bad would the consequence be; 2. How important is decision; and 3. how likely is it that the consequence would occur. These factors are then summed to give the overall net goodness of the decision:

NG = ( (goodness of ea consequence) x (importance) x (likelihood)
Thus, this can be valuable in decisions that have not yet been made, as well as what decisions “should” have been made in a case. For example, these analyses sometimes uses ordinal scales, such as 0 through 3, where 0 is nonexistence (e.g. zero likelihood or zero importance) and 1, 2 and 3 are low, medium and high, respectively. Thus, there may be many small consequences that are near zero in importance and, since NG is a product, the overall net goodness of the decision is driven almost entirely by one or a few important and likely consequences. 

There are two cautions in using this approach. First, although it appears to be quantitative, the approach is very subjective. Second, as we have seen many times in cases involving health and safety, even a very unlikely but negative consequence is unacceptable.

Step 3c – Line Drawing:  Graphical techniques like line drawing, flow charting, and event trees are very valuable in assessing a case. Line drawing is most useful when there is little disagreement on what the moral principles are, but when there is no consensus about how to apply them. The approach calls for a need to compare several well understood cases for which there is general agreement about right and wrong and show the relative location of the case being analyzed. Two of the cases are extreme cases of right and wrong, respectively. That is the positive paradigm is very close to being unambiguously moral and the negative paradigm unambiguously immoral:


[image: image2]
Next, our case (T) is put on a scale showing the positive paradigm (PP) and the negative paradigm (NP), as well as other cases that are generally agreed to be less positive than PP but more positive than NP. This shows the relative position of our case T:


[image: image3]
This gives us a sense that our case is more positive than negative, but still short of being unambiguously positive. In fact, two other actual, comparable cases (2 and 3) are much more morally acceptable. This may indicate that we consider taking an approach similar to these if the decision has not yet been made. If the decision has been made, you will want to determine why the case being reviewed was so different from these.

Although being right of center means that our case is closer to the most moral than to the most immoral approach, other factors must be considered, such as feasibility and public acceptance. Like risk assessment, ethical analysis must account for tradeoffs (e.g. security versus liberty).

Step 3d – Flow Charting:  Critical paths, PERT charts and other flow charts are commonly used in design and engineering, especially computing and circuit design. They are also useful in ethical analysis if sequences and contingencies are involved in reaching a decision, or if a series of events and ethical and factual decisions lead to the consequence of interest. Thus, each consequence and the decisions that were made along the way can be seen and analyzed individually and collectively. Fleddermann
 shows a flow chart for the Bhopal incident (see the course website for a description of the case). This flow chart (Figure 5) deals with only one of the decisions involved in the incident, i.e. where to site the plant. Other charts need to be developed for safety training, the need for fail-safe measures, and proper operation and maintenance. Thus, a “master flow chart” can be developed for all of the decisions and sub-consequences that ultimately led to the disaster. 

[image: image5.bmp]
Figure 5. Flow chart on decision to locate pesticide plant in Bhopal, India.

Step 3e – Event Trees:  Event trees or fault trees allow you to look at possible consequences from each decision. Here’s a simple example:


[image: image4]
The event tree can build from all of the other analytical tools, starting with the timeline of key events and list of key actors. What are their interests and why were the decisions made? The event tree allows you to visualize a number of different paths that could have been taken that could have led to better or worse decisions. You would do this for every option and sub-option that should have been considered in your case, comparing each consequence. It may be, for example, that even in a disaster, there may have been worse consequences than what actually occurred. Conversely, even though something did not necessarily turn out all that badly, the event tree could point out that you are just fortunate! In fact, the fault tree approach applies a probability to each option and sub-option. 

Step 4 – Synthesis
Using the information from the steps above, you can begin to decide about how ethical or immoral a decision was and what other approaches should have been taken. Or, if the decision has not yet been made, you can evaluate the alternatives, compare them ethically, and choose the best one. One way to do this has been proposed by the National Academy of Engineering (Emerging Technologies and Ethical Issues in Engineering: Papers from a Workshop, October 14-15, 2003, National Academy Press, 2004):

Checklist for Ethical Decision Making

· Recognize and define the ethical issues (i.e., identify what is [are] the problem[s] and who is involved or affected).

· Identify the key facts of the situation, as well as ambiguities or uncertainties, and what additional information is needed and why.

· Identify the affected parties or “stakeholders” (i.e., individuals or groups who affect, or are affected by, the problem or its resolution). For example, in a case involving intentional deception in reporting research results, those affected include those who perpetrated the deception, other members of the research group, the department and university, the funder, the journal where the results were published, other researchers developing or conducting research on the findings, etc.

· Formulate viable alternative courses of action that could be taken, and continue to check the facts.

· Assess each alternative (i.e., its implications; whether it is in accord with the ethical standards being used, and if not, whether it can be justified on other grounds; consequences for affected parties; issues that will be left unresolved; whether it can be publicly defended on ethical grounds; the precedent that will be set; practical constraints, e.g., uncertainty regarding consequences, lack of ability, authority or resources, institutional, structural, or procedural barriers).

· Construct desired options and persuade or negotiate with others to implement them.

· Decide what actions should be taken and in so doing, recheck and weigh the reasoning in steps 1–6.
Step 5 – Presentation

It is not enough to be right, but you must also be able to communicate with and convince others that you are right. Thus, based on your case analysis, carefully choose the arguments and present your findings (including all the necessary facts and figures) in a way that your analysis can be understood by your audience. The audience will vary, depending on the case. Knowing your audience and communicating with them are key expectations of a professional.
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� Inductive reasoning is also called “abstraction,” because it starts with something concrete and forms a more abstract ideal. Philosophers have argued for centuries regarding the value of inductive reasoning. Since induction is the process that takes specific facts, findings or cases and then generally applying them to construct new concepts and ideas. Abstraction leaves out specific details, unifying them into a whole based on a defined principle. For example, a brown-feathered chicken, a white feathered chicken and a polka dot feathered chicken can all be integrated because each is a chicken, albeit with differences. The feather color, then, can be eliminated under the principle or criterion of being a chicken (i.e. “chickenness), i.e. color is not “relevant.” A brown chicken, brown bear, and brown paper bag can be integrated under the criteria of having brown color. The other aspects besides “brownness” of each item’s characteristics are not relevant in this case, so they are omitted. 


In the 18th Century, the Scottish philosopher, David Hume, postulated the so-called “'problem of induction.” To paraphrase, Hume was asking “Why should things that we may be observing on a regular basis continue to hold in the future?” In other words, there is no justification in using induction; because there is no reason that the conclusion of any inductive argument is valid. Like the scientific revolutionaries a couple of centuries earlier, Hume rejected a priori reason, since humans are incapable of fully and directly comprehending the laws of nature. This can only be accomplished a posteriori, through experience.


Hume would have a problem with this inductive syllogism:


Every time I add nickel to my activated sludge, the bacteria grow more rapidly. Therefore, the next time I add Ni to the sludge, my bacteria’s growth rate will increase.


Although engineers can think of many reasons why the Ni addition may not lead to increased growth, e.g. different strains may not have adapted an enzymatic need for Ni, temperature changes may induce changed behaviors which render the Ni ineffective, and incomplete mixing does not allow the microbes access to the Ni, we also know that under the regular (expected?) conditions in the plant that the fact it has worked every time is a strong indicator that it will work again. Mathematicians may have a harder time with this expectation, but is it really any different than pressing your brake pedal and expecting the car to stop? Yes, there is always a probability (hopefully very low) that a leak in the master cylinder or brake line could cause the hydraulics to fail and the car would not stop when the brake pedal is depressed, but such probabilities do not render, in my opinion, inductive reasoning useless.


� The discussion on intuition draws upon R.M. Hogarth, 2001, Educating Intuition, University of Chicago Press, Chicago, IL.
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� This is a typical way that scientists report information. In fact, there may be people who, if they put on shorts will want to eat ice cream, even if the temperature is -30º. These are known as “outliers”. The term outlier is derived from the prototypical graph that plots the independent and dependent variables (i.e. the variable that we have control over and the one that is the outcome of the experiment, respectively). Outliers are those points that are furthest from the line of best fit that approximates this relationship. There is no standard for what constitutes an outlier, which is often defined by the scientists who conduct the research, although statistics and decision sciences give guidance in such assignments. 





�  A. Bradford Hill, 1965, "The Environment and Disease: Association or Causation?" Proceedings of the Royal Society of Medicine, Occupational Medicine 58, p. 295.
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� For example, Candace Pert, a pioneer in endorphin research, has espoused the concept of mind/body, with all the systems interconnected, rather than separate and independent systems.





� Ahearne’s comments were made at the National Academy of Engineers’ workshop on emerging technologies and ethics held in Washington, DC in November 2003.





� C.B. Fleddermann, 2004, Engineering Ethics, 2nd Edition, Pearson Education, Inc., Upper Saddle River, NJ.


� From: Swazey, J.P., and S.J. Bird. 1995. Teaching and learning research ethics. Professional Ethics 4: 155–178; Velasquez, M. 1992. Business Ethics, 3rd ed. Englewood Cliffs, N.J.: Prentice Hall; and Weil, V. 1993. Teaching Ethics in Science. Pp. 243–248 in Ethics, Values, and the Promise of Science. Research Triangle Park, N.C.: Sigma Xi.
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