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Do learners see what we think they see?

Paul Bierman, Geology Dept. & School of Nat. Resources, University of Vermont
Christine Massey, Education & Geology Depts., University of Vermont

As teachers, we use images to convey all sorts of information.  Some times,
images are used to convey abstract concepts or tell stories; other times, images
are used to represent far away places that we can’t easily visit or processes that
can’t easily be visualized directly (Figure 1).  At the University of Vermont, we are
using predominately photographic images to step back in time and teach
students about human/landscape interaction—our work is tied to the Landscape
Change Program, which we consider to be a virtual time machine; its 10,000+
images are freely accessible on the web at www.uvm.edu/perkins/landscape.

We are not alone in considering the power of the photograph to tell stories and
influence thinking.  Images show how natural forces alter human lives and
societies, be it landslides destroying California homes or the devastating power
of tsunamis washing over entire nations.  With the Internet, images are
transmitted immediately to people around the world. Not only has informal
science education become image and data-rich but formal science training now
depends heavily on imagery and computer-aided visualization.  The trend is not
surprising; images can code, display and preserve information far more densely
that words.  Indeed, advertising has harnessed the power of images for years
(Figure 2).

                
Figure 1.  Compare these two images of a gravel bar on a meandering river.  Static images
similar to that shown on the LEFT can be found on many websites and in many textbooks;
image above is from http://threeissues.sdsu.edu/three_issues_sandminingfacts02.html.  Such
images represent schematically what is seen photographically in the RIGHT image from the
Landscape Change Program archive
(http://www.uvm.edu/perkins/landscape/LS_FullDisplayM.php?FN=LS02113_000.jpg). Here,
there are people and there is action.  The caption sets the stage for a story telling us that men
are moving logs off a gravel bar.  The photograph is a catalyst for engaging discussions about
the geomorphic effects of logging and riparian buffers.  Teaching with both images gives the
gravel bar meaning in a human context.
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Figure 2.  Images matter!  Here is the photograph (right) that
lost David Brower and the Sierra Club their tax-exempt status
for “lobbying” to save the Grand Canyon from flooding. Image
(altered by BLM in 1949) shows proposed location of Bridge
Canyon dam and associated reservoir.  The headline above
topped the full-page New York Times advertisement in which
the image appeared on 6/9/1966.

We have just received NSF support (Educational Materials Development) to pilot
web and classroom-based educational materials founded on the yet-to-be-
formally-tested hypothesis that photographic images of landscapes are a more
effective catalyst for student engagement and learning than traditional
diagrammatic approaches.  In other words, does the interest we see anecdotally
in the classroom when we use such photographs, actually translate into
sustained student attention, better learning outcomes, and more favorable
impression of the learning environment as a whole?  So far so good, but, how do
we know what students really see in the images we show them?

Our work over the next few months, and one of our interests in attending this
workshop, is to figure out how we will know better what students actually see
when looking at an image.  Unless we understand how the body of learners we
seek to serve actually sees and interprets images, we won’t be able to design
meaningful educational activities or even properly design evaluation exercises to
see if the activities we create are working.  Our immediate goal is thus to
understand better the spectrum of ways in which students see and interpret
images documenting the interaction of people and the natural landscape.
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Introduction 
We have all been there, first as a student and then as a teacher.  It happens in large and 
small classes, in elementary school through higher education.  The past fifteen minutes 
have been spent reviewing important and complex material that is essential for the course 
you are teaching or taking.  Upon wrapping up the presentation, the professor asks, “Ok, 
so are there any questions?”  Silence, interrupted by a few coughs, dominates the room as 
information is spinning through students’ minds.  Why don’t students raise their hands 
and ask questions?  Why does the instructor assume that everyone has understood the 
material and seamlessly moves on to the next lesson?  Is there a way to quickly and 
efficiently gauge student understanding of material in real-time?  The answer to all three 
questions is “yes” and technology is something that can help you. 
 
Since I am a second year doctoral student working on a dual degree in science education 
and natural resources, I do not have a classroom of my own.  Instead I rely on my 
experience as a student, my knowledge of how people learn, and my time as an 
instructional technology manager for a university prior to entering my doctoral program.  
In 2002 at the University of New Hampshire, I was introduced to the world of using 
technology in large lecture classes to facilitate formative evaluation and student learning.  
After a rather extensive evaluation of available products, we chose eInstruction’s 
Classroom Performance System (CPS) technology and installed it in two of the larger 
lecture halls on campus.   
 
The sections that follow in my essay will serve three purposes: 

 Briefly describe the history of using CPS at the University of New Hampshire 
highlighting lessons learned and results that may be useful to those interested in 
exploring the use of this technology in your teaching. 

 Provide an introduction to using CPS for formative evaluation in the classroom 
including some theoretical and practical reasons for utilizing this strategy. 

 Conclude with some possible applications of using CPS in the geosciences. 
 
What is a Classroom Response System? 
For purposes of this short essay, I will use the term Classroom Response System as the 
overall description of technology used to solicit, collate, and measure responses from 
students in the classroom setting using technology.  CPS or Classroom Performance 
System referred to in the previous section is an example of one product available on the 
market presently.  My experiences have been with CPS, therefore, this essay will refer to 
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it specifically.  However, it should be noted that there are several other classroom 
response systems available that you can use to facilitate formative evaluation. 
 
In general, a classroom response system consists of three major components: 

 Some kind of remote control-like or handheld device possessed by the students. 
 Hardware installed within the classroom to collect the responses from the 

handheld devices. 
 Software possessed by the instructor that collates the responses and displays them 

in some kind of useful form via a graphical user interface. 
 
Setting the Stage for Formative Evaluation Using Technology 
Here’s the scene:  The instructor displays a question via laptop and LCD projector to a 
lecture hall clamoring with about a hundred students.  She “starts” the software by 
clicking a button and students point their handheld devices at several receivers mounted 
strategically throughout the classroom.  On the screen, boxes numbered 1-100 (assuming 
100 students are in the course) is changing from white to blue as students begin 
answering the multiple-choice question.  After two minutes, the instructor “closes” the 
question and triggers the software compilation features.  In a matter of seconds, a pie 
chart or bar graph is displayed to the students and instructor revealing only 18% of the 
students answered the question correctly.  Taking into account this information, the 
instructor realizes that this lesson needs to be re-taught either in today’s lecture or in the 
lab sections.  Without this information, what are the chances that the instructor asks, “Are 
there any questions,” and moves on to new material? 
 
Obviously, I have provided an oversimplified account of using this technology and there 
are logistical and administrative issues that are beyond the scope of this essay.  I should 
also let you know (if you are reading this before the workshop) that I plan to have a 
demonstration system available during the poster sessions so you can try it out for 
yourself and see it in action.)  If you are interested in the details of our installation at the 
University of New Hampshire, I’d be more than willing to talk with you and/or put you in 
touch with the right people. 
 
Will a classroom response system make me a better teacher? 
The answer to this is “no.”  Like any other tool, the technology itself is not going to 
improve your teaching or students’ learning automatically.  Instructors that have been 
successful using a classroom response system all have three key characteristics: 

1) They have redeveloped a lesson to incorporate the use of this technology.  Instead 
of inserting questions within a 150 slide PowerPoint presentation, they take 
advantage of the technology’s features and redesign their approach to delivering 
the content. 

2) Closely related to this is the need for a pedagogical foundation that drives the uses 
of this technology.  A great example of this is using something like Peer 
Instruction facilitated by a classroom response system for your large class.  In 
other words, grounding your use of this technology with some type of learning 
theory will increase your chances of success. 
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3) Knowing how and when to ask questions is key to using this approach.  Avoid 
asking “yes/no” questions or even multiple-choice.  I have seen successful 
instructors present two solutions to a problem and ask students to convince the 
person sitting next to them that one of them is correct.  After they come to a 
resolution, they then answer the question using their handheld devices and the 
instructor can immediately assess their initial level of understanding. 

 
How does wine tasting fit into this? 
In the following section, I will briefly describe a few of the courses at the University of 
New Hampshire that have successfully integrated CPS into their courses.  I judge success 
by relying on anecdotal evidence from the professors, however, several of them have 
collected feedback from students during the first two years of the initial pilot project. 
 
Beverage Management 
CPS was used in an advanced business class in the hospitality management department.  
As part of this course, students (all 21 years of age and over) participate in wine tasting as 
part of their practical experience.  The instructor solicits feedback anonymously via CPS 
as a way for students to safely make mistakes and errors in their evaluations of the many 
wines presented for review.  The instructor has been teaching this course for many years 
and reported unprecedented levels of activity and discussion after using CPS.  This is a 
medium-size class (50 students) and historically difficult to engage all students due to 
time and logistical constraints. 
 
Nutrition 
All sections of the Nutrition 401 course, the largest undergraduate course at UNH with 
enrollments regularly exceeding 275 students, have adopted CPS.  The technology is 
mostly used as a “check for understanding” tool with questions strategically placed 
throughout the lessons.  Before CPS, instructors were not able to accurately assess 
students’ understanding of the material in class.   This course also used the technology for 
administrative tasks such as taking attendance.  Administrative uses of CPS have 
uncovered interesting issues such as cheating and loss/theft of remote devices. 
 
Physics 101 
CPS was used by one of our most experienced professors in the delivery of Physics 101 
to approximately 100 students.  This professor truly used a peer instruction approach to 
the teaching of this large lecture class and utilized CPS to gather data on student 
understanding.  Most of his questions presented 2-4 solutions to problems.  Students 
would collaborate in small groups to work on the problems and record their answers 
using the handheld devices.   
 
Conclusion/Resources 
A classroom response system has the potential to impact the assessment of learning in the 
geosciences in several ways.  First and most practically, something like CPS can help 
you, as the professor, gain perspective into how student learning is progressing in the 
classroom.  If you teach a field course in addition to a lecture, this understanding of 
foundational material can be critical as students attempt to apply this knowledge to real-
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world research situations.  Second and more complex, CPS could potentially be utilized 
in the field as students could share field notes, observations, and answer questions all 
from a handheld device or cell phone.  In fact, a previous workshop sponsored by this 
same group included work being done at the University of Michigan where this is quickly 
becoming a reality (see Peter Knoop’s Geopad page at http://geopad.org/).   
However you choose to utilize a classroom response system in or out of the classroom, 
you will most certainly open new possibilities for real-time formative evaluations which 
can lead to better student understanding and an overall improved learning experience for 
all. 
 
Resources mentioned in this paper: 
 
eInstruction CPS 
http://www.einstruction.com 
 
Mazur and Peer Instruction 
http://mazur-www.harvard.edu/education/educationmenu.php 
 
University of New Hampshire eInstruction project 
http://at.unh.edu/idc/peerinstruction/ 
 
Wiley Higher Education Classroom Response System FAQ Page 
http://he-cda.wiley.com/WileyCDA/Section/id-103706.html 
 
Geopad 
http://geopad.org/ 
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This essay has links to PowerPoint, WORD, and EXCEL files that will be uploaded to the 
Cutting Edge server.  They should be viewed while reading the essay.   
 
The Geosciences Department resides in the College of the Environment and Life Sciences 
(CELS) of the University of Rhode Island.  In the late nineties CELS made a significant 
commitment to re-align all (ten) majors to outcome-based programs, in which the “assessment 
cycle” would play a major role.  (In retrospect this was a wise commitment, as the State of 
Rhode Island has since mandated that by 2006 all public education institutions, K-16, must have 
in place outcome & assessment-based programs.)  Towards this end the college, and individual 
departments, developed rough drafts of outcomes and assessment tools to can be used to 
evaluate the attainment of those outcomes.  I am a member of a small group of faculty and 
administrators charged with implementing this agenda.  Early-on we decided to develop (or buy 
into) an electronic portfolio system, as a means by which we could efficiently track the 
assessment component of the new outcomes-based curricula that was emerging within the 
college.  Thus we joined a group of schools using TRUE-OUTCOMES, an electronic portfolio 
program that manages assessment-based science and engineering curricula. It allows or 
provides the following things: 1) a way in which students can easily see what materials they 
need to produce for assessment, as part of the evaluative component of the stated outcomes for 
their major; 2) a way in which they can upload, digitally, the materials to be assessed as 
demonstration of achievement of outcomes; 3) and an access to courses, outcomes, and other 
issues that are relevant to their management of their four-year experience at URI.   The 
PowerPoint presentation covers these and other benefits that accrue from using this program. 
 
The TRUE-OUTCOMES portfolio provides a powerful tool for students and faculty alike to 
enhance the educational experience.  But--from the perspective of an incoming freshman 
(unsure as to what geology is, let alone whether she thinks she wants to major in it, other than 
she/he thinks it’s neat, based upon a family trip to the western national parks), or an 
undergraduate science major (thinking about whether he or she should transfer into geology 
and still graduate on time and get a job/grad school stipend) or a high school senior and his/her 
parents--it is not overly welcoming.  Thus we are developing an Academic Roadmap (or concept 
map) for current and potential majors in CELS.  Our intent is provide to a visually compelling 
and user-friendly portal to the resources in our college, that will be easily accessible to a 
clientele that ranges from perspective high applicants (and their often first generation parents) to 
enrolled students who are trying to decide whether to major in geology, to colleagues who are 
interested in our geology program, and to other who are interested in geology, what it requires 
to be professionally viable, and what the relevance is of the various outcomes (and associated 
assessment instruments) that are embedded in the geology major at URI.  Among other things, 
the academic roadmap will illustrate the relevance of skills (such as those demonstrated in lab 
field camp reports) to the demonstration of competency in the profession. 
 
 



The following items will be uploaded to the Cutting Edge Workshop website.  They elaborate 
upon, and elucidate the URI project just described. 
 

• A PowerPoint presentation that covers the evolution of the CELS agenda, in terms of: 1) 
outcomes- and assessment-based curricula; 2) an E-portfolio to manage it; and 3) an 
Academic Roadmap to provide the curricula a “heart and soul”, that makes it accessible 
to a broad audience.  (CE-DPM OVERVIEW) 

• A WORD file that describes the geology department outcomes.  There are, currently, 44 
geology outcomes, which represent the department’s mapping of the college’s outcomes 
onto our major.  (CE-DPM OUTCOMES) 

 
• A WORD file that describes which outcomes are addressed by the course’s objectives, 

experiential component, and e-portfolio product; it is keyed by number to the list of 44 
outcomes presented in the previous file. (CE-DPM COURSE) 

 
• An EXCEL file that correlates outcomes with geology courses.  This “matrix” illustrates 

the assignment of outcomes to courses.  Each of the ~50 geology outcomes will be 
assessed.  That matrix shows which outcomes will be assessed to core courses in the 
major.  The core course numbers (across the top) refer to the following subjects. (CE-
DPM MATRIX) 

 103 Introductory Physical Geology 
 150 Historical geology 
 210 Geomorphology 
 320 Mineralogy and Petrology 
 370 Structure and Tectonics 
 450 Sedimentology 
` 483 Hydrology 
 484 Contaminant Transport 

 488  Colorado Plateau or California Trip (Capstone Course) 
 

• An EXCEL file that lays out the architecture of the academic roadmap.  Note: there are 
several pages to the file.  If you set EXCEL to allow comments, you will get directions 
about the use of components on each page. (CE-DPM ROADMAP) 

 
  
 





































































































Technology-Based Assessments of Student Learning 
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The Center for Technology in Learning at SRI International has conducted a 
number of projects creating assessment designs and examplars relevant to the 
geosciences.  In general our approach has been to focus on assessment designs that can 
probe more deeply into conceptual understanding and extended inquiry than traditional 
assessments typically do.  Our methods draw from theories of learning to develop 
cognitively principled assessment designs.  This paper summarizes the design principles 
we have forged and some of the assessments we have developed that are particularly 
relevant to geoscience. 
 Assessment Design Principles.  Research in cognitive science on the development of 
expertise in many domains indicates that individuals proficient in a domain have large, 
organized, interconnected knowledge structures and well-honed domain-specific 
problem-solving strategies (Bransford et al., 2000).  Balanced assessment systems, 
therefore, should aim to measure both the extent and connectivity of students’ growing 
knowledge structures and their problem-solving strategies (Pellegrino et al., 2001; Glaser, 
1991).  Many assessments in science tend to focus on conceptual understanding, often 
using multiple choice formats.  Although inquiry skills are important standards in all 
sciences, they are not easily measured by traditional formats, and they are less frequently 
addressed in formative or summative achievement tests.   
 Much of our work at SRI’s Center for Technology in Learning has employed 
performance assessments to elicit evidence of students’ ability to go beyond selections of 
correct answers in highly-structured problems.  We have designed performance 
assessments in which students solve authentic, complex problems requiring use of key 
concepts and use of inquiry strategies.  Performance assessments are particularly well 
suited to measuring students’ conceptual understandings and abilities to conduct and 
communicate investigations of significant, recurring problems (Baxter & Glaser, 1998; 
Bransford et al., 2000; Pellegrino et al., 2001).  Quellmalz and Haydel (2003) also found 
in cognitive analyses of think-alouds that students were more likely to use schematic and 
strategic knowledge on performance assessments than on multiple-choice items.  
Assessment approaches that require students to construct and explain thinking as they 
solve problems can measure distinct components of inquiry and problem solving, 
including stating research questions, posing hypotheses, planning and conducting 
investigations, gathering evidence, analyzing data, considering disconfirming evidence, 
and communicating explanations. 
 Our assessment designs incorporate advances in measurement science that integrate 
cognitive research findings into systematic test design frameworks.  Evidence-centered 
assessment design is a method for structuring an assessment argument by relating the 
learning to be assessed, as specified in a student model, to a task model that specifies 
features of tasks and questions that would elicit the evidence of the learning targets, then 
to an evidence model that specifies the quality of student responses that would indicate 
levels of proficiency (Messick, 1994; Mislevy et al., 2003; Pellegrino et al., 2001).  
Simply put, principled assessment design involves specifying the knowledge and skills to 
be tested, the types of tasks and items that would elicit evidence of the learning, and the 
scoring that would report levels of progress. 



 We have also created a modular approach to the design of extended performance 
assessments.  In these designs, a unifying problem or driving question is addressed in a 
series of related modules that focus on skill sets related to planning, designing, and 
conducting an investigation, observing and displaying data, analyzing and interpreting 
data, drawing conclusions, employing alternative representational formats, and 
communicating results in the form of a scientific argument.  The modules can vary 
according to the complexity of the content, inquiry, and technology required.  Thus a 
template for an assessment can shape numerous variations of component modules to fit 
the assessment purpose and population. 
 
Assessment Resources.  Types assessment resources we have developed include: 

 
• Digital collections of performance assessments for science, mathematics, and 

technology; 
• Alignment protocols and tools for linking assessments to standards and curricula; 
• Online professional development tools for creating and adapting performance 

assessments; 
• Online tools for professional development on scoring student work; 
• Prototype assessment exemplars for assessing science inquiry, mathematical 

problem solving, data literacy, and use of a range of technology tools including 
visualizations and modeling tools.  

  
 Digital Collections.  We have developed online collections for science, 

mathematics, and technology.  
PALS.  Performance Assessment Links in Science (PALS) is a well-established 

digital library of resources and technical assistance that supports science and assessment 
reform that can “break the mold” of on-demand, traditional assessment (see: 
http://pals.sri.com/).  PALS, an online, standards-based, interactive resource bank of 
more than 300 K-12 science performance assessments with documented technical quality, 
pioneered digital library collections and assessment resources (Quellmalz, Schank, 
Hinojosa, & Padilla, 1999). Assessments are indexed to science and mathematics 
standards and to curriculum programs.  

PALS differs from other assessment collections in that it draws assessment that have 
been developed by a wide range of established assessment development programs.  The 
system can be searched for assessments by science and mathematics standards, 
curriculum unit, grade range, and content area.  The system generates search results as 
assessment planning charts (Stiggins, Rubel, & Quellmalz, 1986), showing which tasks in 
the collection are designed to test selected standards.  A PALS Guide offers professional 
development guidelines for adapting and developing science assessments (Stiggins, 
2002).  Communities of practice are supported by task rating and comment tools in a 
threaded discussion board and through informal and formal sessions in the CTL virtual 
professional development center, TAPPED IN™ (Schlager, Fusco, & Schank, 1998; 
http://tappedin.sri.com/).  

Visits to PALS have exceeded150,000 in total, averaging 20,000 visits per month.  
PALS users include teachers, teacher professional development programs, assessment 
programs, curriculum evaluators, and researchers.  The PALS Web site is linked to the 
National Science Teacher Association’s SciLinks, the Eisenhower National 
Clearinghouse, ERIC, and the U.S. Department of Education’s Gateway to Educational 
Materials Web site, among others. 



Data evaluating PALS have been collected from a wide variety of users. Teachers and 
professional developers show great enthusiasm for PALS resources.  Respondents to 
evaluation questionnaires indicate that PALS resources were highly useful and easy to 
navigate.  A study of two district models for using PALS indicated that district personnel 
and teachers regarded the PALS resources as the only source of high-quality and useful 
assessments of standards.  Moreover, many agencies and organizations have written 
letters of support for the PALS project and its further development. (Quellmalz, 2003). 
 PALM.  A sister site under development, Performance Assessment Links in 
Mathematics (PALM), can be viewed at http://palm.sri.com .  The site presents both 
performance assessments for mathematics and ones developed to assess science but that 
require use of mathematics.  The tasks have been aligned with NCTM and with NSES. 
 IPAT.  The Integrated Performance Assessments of Technology (IPAT) Web site 
presents our innovative assessments of students’ abilities to use technology to solve 
complex problems.  http://ipat.sri.com These assessments illustrate the modular design 
approach.   For example, in one assessment students are use the ArcView visualization 
tool to gather data to determine which states have appropriate climate conditions that 
would allow them to apply for solar energy grants. 
 Innovative Assessment Designs.  We  have developed a number of assessment tools 
and prototypes that test students’ abilities to use science knowledge and technologies to 
solve significant, recurring, authentic science problems. 
 GLOBE.  In the Global Learning Observations to Benefit the Environment (GLOBE) 
project, we developed classroom assessment tools that test students’ deep understanding 
of GLOBE concepts and their ability to conduct and interpret GLOBE environmental 
investigations. For example, in GLOBE learning activities, students learned about 
visualization of climate data, phenology, and the reasons for seasonal change. We 
indexed the GLOBE assessment framework to the National Science Education Standards 
(NSES), the Third International Mathematics and Science Study (TIMSS) science 
framework, and the National Assessment of Educational Progress (NAEP) science 
framework.  Assessment tools included tests of GLOBE students’ appropriate use of 
measurement protocols and solutions to integrated investigation problems.  These 
assessments take data from the GLOBE data archives and have students solve authentic 
problems, analyze and interpret the GLOBE data, and communicate their findings and 
recommendations.  Templates for the assessments serve as models for teachers to develop 
new assessments.  In addition, the project has developed approaches for aligning GLOBE 
with state standards (see http://globeassessment.sri.com).  SRI and GLOBE systems staff 
designed an alignment database linking state science standards to GLOBE materials.   

Calipers.  One of our most recent NSF projects is Calipers: Using Simulations to 
Assess Complex Science.  We are partnering with Concord Consortium in a project to 
demonstrate the value of simulations for measuring deep conceptual understanding and 
extended inquiry.  The project will document the prototype assessments technical 
qualities, particularly their validity.  We will also examine the logistical and economic 
advantages on technology-based performance assessments.  
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Student learning that is consistent with goals of the General Education Program can be 
evaluated using a multi-tiered, assessment-based approach that integrates content, 
concepts and higher-order thinking skills assessments into the class.  The Department of 
Geology at The University of Akron evaluates content and conceptual learning in the 
general education class, Earth Science, using the Geoscience Concepts Inventory (GCI) 
and, more recently, using concept map development.  Students complete the GCI in the 
first and last week of this large classroom setting (160 students), active learning course.  
A comparison of pre- and post-test results from the GCI indicated that students improved 
in their ability to answer conceptual questions related to the Earth by 13% over the course 
of a semester (paired results; n = 58; p < 0.00001).  Similar gains are consistently found 
for pre- and post-course analyses of logical thinking scores.  Gains to contextual and 
conceptual understanding of the earth system are also being tracked using pre- (and 
eventually post-) course concept maps that are scored using a quantitative approach.  
Student pre-course scores on this exercise average 11 +/- 8 (n= 132) compared to 44 +/- 
15 (n= 7) for faculty-generated concept maps using the same terms.  Post-course scores 
are not yet available.  Synthesis-level exercises embedded in the course allow for 
formative and summative assessment of higher order thinking skills. In one such task, 
students are required to integrate contextual knowledge and understanding of rock-
forming processes with conceptual understanding of geologic time principles by 
constructing a geologic cross section for a set of randomly arranged events.   These 
diagrams are then scored using a standardized rubric.  Similar exercises requiring 
students to evaluate risk for a variety of natural hazards (e.g. earthquakes, hurricanes, 
floods) compel students to integrate scientific information with social decision making.  
Such results demonstrate that natural science courses can help develop a scientifically 
literate society by achieving goals of developing critical thinking skills and independent 
thought.  The data also show that students begin to develop the analytical skills needed to 
make sound qualitative and quantitative judgments and that they are acquiring knowledge 
of science and its impact on society.  This study is showing that evaluation of progress 
toward meeting general education goals can be effectively accomplished by including 
multiple, embedded classroom assessments directly into the class. 
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DESIGNS FOR ASSESSING FOUNDATIONAL DATA LITERACY 
 

Daniel R. Zalles, Ph.D. 
Center for Technology in Learning 

SRI International 
 
Introduction 
 
Geoscience education could benefit from assessment instruments that validly and reliably 
assess students' foundational data literacy skills (e.g., sample size, sample selection, 
database structure, data distribution, central tendency, natural variability, measurement 
error), using appropriate item formats that provide valid and reliable evidence of different 
levels of skill and understanding. When geoscience educators engage students in 
investigating real data sets in pursuit of geoscience content objectives, lack of these 
fundamental skills and understandings can hinder the students’ abilities to complete the 
geoscience tasks successfully. Conversely, data literacy problems can hide and hinder the 
demonstration of geoscience content understanding, leading to erroneous diagnoses of the 
causes of student problems when asked to carry out data-immersive geoscience tasks.   
 
Data literacy is recognized in national standards as critical components of science, math, 
and social studies curricula: 
 

 “Students…need to learn how to analyze evidence and data. The evidence they 
analyze may be from their investigations, other students' investigations, or databases. 
Data manipulation and analysis strategies need to be modeled by teachers of science 
and practiced by students. Determining the range of the data, the mean and mode 
values of the data, plotting the data, developing mathematical functions from the data, 
and looking for anomalous data are all examples of analyses students can perform.”1 
 
"To understand the fundamentals of statistical ideas, students must work directly with 
data... The data analysis and statistics strand allows teachers and students to make … 
important connections among ideas and procedures from number, algebra, 
measurement, and geometry. Work in data analysis and probability offers a natural 
way for students to connect mathematics with other school subjects and with 
experiences in their daily lives."2 
 
“During the middle school years, students relate their personal experiences to 
happenings in other environmental contexts. Appropriate experiences will encourage 
increasingly abstract thought as students use data and apply skills in analyzing human 
behavior in relation to its physical and cultural environment.”3 

  

                                                 
1 National Research Council, Science Content Standards, 9-12, Science as Inquiry, Content Standard A 
(1996) 
2 National Council of Teachers of Mathematics (2000) 
3 National Council for the Social Studies, People Places, and Environments Thematic Strand (1994) 
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This essay describes assessments developed and piloted at SRI International that measure 
data literacy. The work has been funded through four National Science Foundation-grants 
and one grant commissioned by the U.S. Department of Education. Though they vary 
somewhat in purpose, audience, and item formats, each assessment engages students in 
investigating real data sets, then scores them for deep understanding. Each can be a tool 
for teachers and instructors who want to formatively assess their students’ readiness to 
handle the components of their units that rely on knowledge and skills about the 
collection, organization, and analysis of data, as well as, in some of the assessments, 
other aspects of scientific inquiry.  
 
The assessments vary in the data literacy outcomes they measure, grade levels they 
target, and item formats they use, which include performance tasks4, constructed response 
items5, multiple choice items, and justified multiple choice items6. Described below, EPA 
Phoenix, Solar Power, and the GLOBE Integrated Investigation Assessments are 
performance tasks about geoscience topics. The Thinking with Data and Foundational 
Tools in Data Literacy assessments present constructed response and justified multiple 
choice questions that require students to demonstrate data literacy skills and 
understandings learned and practiced in various interdisciplinary units that combine math 
with science and social studies.  
 
Descriptions of the Assessments 
 
EPA Phoenix and Solar Power 
 
EPA Phoenix is an 8th grade assessment developed and piloted with funding from the 
U.S. Department of Education under a project known as Building a Foundation for a 
Decade of Rigorous, Systematic Educational Technology Research. Solar Power is a high 
school-level assessment designed for an NSF funded project called Innovative Designs 
for International Information Communication Technology Assessment in Science and 
Mathematics Education. Both assessments were designed and piloted as instantiations of 
a modular approach to assessing the outcomes of school ICT (information, 
communication, and technology) programs that have students carry out various 
technology data-related tasks: Internet research projects in the case of EPA Phoenix; 
geographic information systems in the case of Solar Power. EPA Phoenix focuses on air 
quality and Solar Power focuses on the feasibility of solar energy for electric power. To 
lessen the risk that low content knowledge in the topics of the assessments could 
confound the assessment of data literacy and other skills made possible in the assessment 

                                                 
4 Sets of assessment items that revolve around common introductory materials and require longer, deeper 
attention than what would be required of the learner on more traditional tests are generally known as 
"performance tasks."  The major part of most performance tasks has to do with constructing responses to 
items that elicit divergent thinking, though there is nothing to preclude the inclusion of items using 
different formats if they are relevant to the overall task. 
5 Constructed response items require constructed (as opposed to selected) answers and can range from 
simple fill-in-the-blank exercises or problem completion exercises to essay writing.  
6 Justified multiple choice items require that respondents construct an explanation for why they made their 
selections. Hence they require a multiple choice selection, followed by an explanation or by computation 
that led to their selection. 
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tasks, all the science content-specific information that the students would need to fulfill 
the tasks are provided in the assessments.  
 
In EPA Phoenix, the problem posed is to help a regional soccer league determine whether 
air quality and temperature are optimal enough to hold championship games in Phoenix, 
and the best time of year in which to hold the games. Students are sent to graphs showing 
air quality ratings in Phoenix that have been generated from the Environmental Protection 
Agency’s Air Quality System (AQS) database.7 They examine trends in air quality from 
these data, then compare the overall air quality ratings in Phoenix to ozone ratings in 
nearby states, represented on a color-coded map. Data literacy outcomes addressed in 
EPA Phoenix include comparing trend lines on graphs, transferring relevant data about 
air quality from one type of representation (line graphs) to another (data table) in order to 
facilitate analysis, critiquing the relevance of specific data for answering a research 
question, and synthesizing data from different representations to formulate an overall 
conclusion. 
 
In the Solar Power task, students use GIS representations to compare and contrast air 
temperature data, then compare and contrast model-generated data about incoming solar 
radiation. They also observe data about percentage of cloudy days over the course of 
specific periods of time and perform some calculations.   
 
EPA Phoenix and Solar Power are both performance tasks. The items stem from a 
common problem and require that the students investigate data, then synthesize it in order 
to formulate and communicate evidence-based conclusions in the form of a report or 
presentation. As a culminating activity in the Solar Power task, they recommend a state 
that should rely more on solar energy for its electrical power. As a culminating activity in 
the EPA Phoenix performance task, students are asked to write an evidence-based 
recommendation for whether the soccer games should be held in Phoenix. By this time in 
the task, they have examined the data sources. The students are scored on a 4-point rubric 
on the basis of how well they can formulate an evidence-supported conclusion. Either a 
recommendation of yes or no is acceptable, as long as it is supported by evidence.  Figure 
1 below illustrates the range of responses that were obtained in the pilot.  

                                                 
7 The EPA no longer provides public access to the visualizations.. Hence, current students who do EPA 
Phoenix access images of the relevant AIRS Graphics representations about Phoenix that are archived at 
the Integrative Performance Assessments in Technology web site (http://ipat.sri.com). 
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Figure 1. Examples of student responses to culminating item in EPA Phoenix 
Example of score of 4: 
 “In our research we discovered that Phoenix would be a moderate location for the 
championship game competition. Phoenix has a serious problem with pollution, but in 
comparison with other counties, it was not the worst. With 9 years to fix their problem, it 
is not as bad as 20 years such as Sacramento Metro, South Coast, Ventura, and the 
Southeast Desert.  

With recorded information from our table of highly polluted months, we figured 
that the months April-June are the best months to have the championship games. These 
months are not the least polluted but they have the best temperature range. The mean 
temperature for May, the middle month is 78.8 degrees F.  
 Some of the health affects of the ozone problem for the soccer players are as 
follows: Breathing problems, reduced lung function, asthma, irritated eyes, stuffy nose, 
reduced resistance to colds etc.” 
 
Explanation of score of 4: 
The required conclusions and supporting evidence are made. There are no flaws in 
accuracy or relevance. The evidence is sufficiently specific to provide adequate support 
for the conclusions made.  

…………………………… 
Example of score of 3: 

“We think that Phoenix would be a good place to have the Soccer Tournament 
because the air temperature is not to hot or not to cold. The average temperature in May 
was 81.3° which is average for Arizona in that month.  The temperature we think would 
be good because the temperature is just right.   

  If the soccer tournament were to be held in Phoenix the best months would be 
April-June.  This is because the number of unhealthful days is the lowest in three years.   
That is good because if there were many unhealthful days the children would not be safe 
in that weather and it could cause distraction on the field. The only time that the ozone 
would affect the soccer players is if the pollution for air and water got really bad. That 
would be awful because the more pollution there is the better chance of people getting 
sick is more likely.” 

 
Explanation of score of 3: 
The required conclusions and supporting evidence are made -- that Phoenix would be a 
good place for the games because it has a good temperature, and that April-June would 
be the best time for the games because there were fewest unhealthful days then over the 
course of a three-year period. There are flaws however, including an unsupported claim 
(that 81.3 degrees is average for Arizona in May rather than just for Phoenix), and an 
inaccurate association of ozone to water pollution in the second paragraph. 

……………………………… 
Example of score of 2: 
 “Phoenix is hot and polluted with ozone, which can make you sick if you are not 
careful with your body. We recommend that you go somewhere else to play soccer. If 
you have to play there, play in April-June because it's less hot then than at other times 
during the year.” 
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Explanation of score of 2: 
Only one piece of marginal evidence is cited -- that April - June is less hot than other 
times of the year, but no specifics are offered about how less hot is. Hence, the 
requirements for evidence are not being met.  

……………………………… 
Example of score of 1: 
 “Phoenix would be a good place to have the games. The scenery there is great and 
the pollution keeps getting better and its not too hot. Enjoy yourself!” 
 
Explanation of score of 1: 
 There is a major ambiguity (e.g., that "the pollution keeps getting better"). No 
recommendation or supporting evidence is included about the season. The scenery is 
irrelevant.  

 

EPA Phoenix and Solar Power can both be found at SRI’s Integrative Performance 
Assessments in Technology web site (http://ipat.sri.com).  

 

The GLOBE Integrated Investigation Assessments 
 
The GLOBE Integrated Investigation Assessments are web-based sample student 
assessment tools and frameworks that provide teachers and students with evidence about 
progress on GLOBE program goals related to data literacy and other aspects of scientific 
inquiry. Students participating in GLOBE take atmosphere, hydrology, soils, and land 
cover/phenology measurements, post their data on the web, and create maps and graphs 
with the data. Content areas covered in the assessments include atmosphere, hydrology, 
landcover, soils, and Earth systems. In contrast to EPA Phoenix and Solar Power, the 
GLOBE Integrated Investigation Assessments require that students already possess 
significant content knowledge in order to conduct investigations with the data. Data-
immersive activities posed to students include: 

• examining GLOBE data/graphs and coming up with possible questions regarding 
the data  

• finding observable trends in the data 
• looking through the data for possible measurement or data entry errors and 

suggesting ways to avoid these types of errors in the future 
• identifying relationships between two variables 
• representing data in a graph or table 
• using data to generate new data representations to analyze trends 
• summarizing graphed data in terms of range, median, mode, and mean 
• comparing and contrasting same-variable data sets from different locations 
• drawing evidence-based conclusions about the data. 

 
Like EPA Phoenix and Solar Power, the Globe Integrated Investigation Assessments are 
performance tasks. The assessments and supporting information can be found at 
http://globeassessment.sri.com.   
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Like EPA Phoenix and Solar Power, the Globe Integrated Investigation Assessments are 
performance tasks. For the sake of illustration of the sorts of responses that students 
provide for GLOBE assessment tasks, Figure 2 presents an example of an adequate 
response to an item that focuses on seeing if high school students can pose relevant 
research questions after examining data readings about water temperature and pH in a 
particular river over a two-month period. 
 
Figure 2. Example of item and exemplar on a GLOBE Integrated Investigation 
Assessment 
Prompt: Holcomb Elementary and Jefferson Elementary are two schools located within 5 
miles of each other in Fayetteville, Arkansas.  Both schools sit next to the same river, with 
Holcomb located upstream from Jefferson.  Even though the schools are relatively close to 
each other, the plant and fish life appears to be different between the two sections of the riv
You and several other students have been asked to report to your science class what some o
the differences are and why you think they exist.  To the left is data from the two schools 
between late November and late January to help you in your investigation. Look at the 
GLOBE data in the tables (not shown here). Think of two questions you might ask  
regarding the data.  A sample question might be “What is unusual regarding water 
temperature between the two schools considering they take measurements from the same 
river? 
 
Example of adequate response: “One question I might ask: is there any relationship 
between water temperature and pH?  In other words, if temperature goes up, what 
happens to pH?  Another question I might ask: is there a trend in how temperature 
changes over time (or how pH changes over time?)  By this I mean since the 
measurements go from Nov. 22nd until Jan. 24th, is there an increase or decrease in either 
of the variables?” 
 
The GLOBE Integrated Investigation Assessments and supporting information can be 
found at http://globeassessment.sri.com.   
 
Thinking with Data and Foundational Tools for Data Literacy  
 
The Thinking with Data and Foundational Tools for Data Literacy assessments assess 
upper elementary and middle school students' abilities to transfer data literacy skills and 
understandings learned in integrated math/science and math/social studies units to other 
data literacy tasks that are conceptually related. Students doing the units for which these 
assessments were designed examine real data sets having to do with water scarcity, pulse 
rate, and plant growth.  
 
The Thinking with Data assessment assesses outcomes of an integrated 6th grade 
math/social studies unit about water scarcity in Middle Eastern nations. In the unit, 
students explore how to make fair comparisons among nations with different populations, 
water uses, and water availabilities. Assessed data literacy tasks include applying 
proportional reasoning and knowledge of the concept of per capita to evaluate the 
fairness of comparisons of data about different countries.  
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The Foundational Tools for Data Literacy assessments assess outcomes of integrated 
math/life science units about pulse rate and plant growth. In the unit on pulse, 4th grade 
students collect, organize, and analyze data about pulse rate from samples of people 
drawn from different populations. In the unit on plant growth, 6th grade students conduct 
experiments in which they grow sets of "fast plants" under different conditions, test 
hypotheses, and analyze results. In both units, the students use Tabletop, a computer-
based data tool, to view the data and do analyses of results. Assessed data literacy skills 
and understandings include understanding which types of research questions can be 
addressed by collecting data; determining the appropriateness of different data 
representations for different analyses; and analyzing data distributions to a) evaluate the 
strength of relationships between variables, b) detect measurement error, c) detect central 
tendency, and d) critique the viability of conflicting claims about the data. 
 
The assessments in both projects present students with tasks that require them to 
demonstrate transfer (Bransford, Brown, & Cocking, 2000) of the data literacy skills and 
understandings acquired in their units to other content. For example, in the Thinking with 
Data assessment, students identify whether they have enough information to fairly 
compare the severity of the car theft problem in France and Japan. In the Pulse Unit 
assessment, the students compare and contrast data about the heights of students who 
vary by age and gender. In the Fast Plants Unit assessment, the students examine the 
results of an experiment about how fast different breeds of kittens grow when fed 
different diets.  
 
Item formats employed on these assessments are largely constructed response and 
justified multiple choice. In the Foundational Tools for Data Literacy assessments, 
several items focus on a common problem or other stimulus, such as an experiment or 
data analysis procedure. In almost all cases when selected response questions are posed, 
the students are asked to explain why they made their selections. On many items, they are 
scored on the extent to which their explanations show understanding of the underlying 
data literacy concepts. Many of the rubrics provide cues that the rater can use to 
differentiate between a response that:  

• demonstrates full understanding (Score of 3) 
• is too vague to demonstrate full understanding, yet is on-track enough to infer 

emergent understanding (Score of 2) 
• demonstrates no understanding due to it being confused, insubstantial, off-base, or 

inaccurate (Score of 1) 
 
On the justified multiple choice items, student responses are coded to differentiate in the 
results data base between a correct selection and a rubric score for the explanation about 
why the particular selection was chosen. This permits examination of how many students 
who select correct answers also can communicate adequate explanations.  
 
 These items have proven especially worthwhile in uncovering student problems that 
multiple choice items alone would hide. For example, in the assessment for the Fast 
Plants unit, students are shown three data graphs representing data from the experiment 
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on the different breeds of kittens and their diets. They are asked to select which of the 
graphs would be best for seeing if, by the end of the experiment, there was a relationship 
between the how much the kittens weighed and what food they ate. The graph choices are 
presented in Figure 3.  
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Figure 3. Plots of data used in Fast Plants Unit Assessment 
Graph A 

 
 

Graph B 

 
 

Graph C 
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The following are explanations of three students who made the correct selection of the 
2nd graph, utilizing the 3-point rubric described above.  
 

• Score of 3: “Graph B is best because it compares all weights and foods, when A 
& C do not.”  
Explanation of score: the noting of the fact that all the weights and foods are 
represented on graph B demonstrates full understand of the superiority of that 
graph for the intended analysis 

• Score of 2:  “Because it is the most exact and it’s easy to see the differences.” 
Explanation of score: the noting that graph B is “the most exact” is on the right 
track, but too imprecise to qualify as a demonstration full understanding 

• Score of 1: “In my opinion, graphs like that are always the easiest to read. But 
Graph C would have been my second choice. Graph A I couldn’t understand.” 
Explanation of score: Despite the fact that the student selected the correct graph 
in the multiple choice question, there is no evidence in this response to indicate 
any understanding. The explanation is insubstantial and the student admits 
confusion.  

 
The Thinking with Data and Foundational Tools in Data Literacy projects are still in 
progress. Hence, reports on this work are not yet available.  
 
Conclusion 
 
Working with data is central to scientific inquiry, in the geosciences as in other sciences. 
Technological advances in data access and data visualization have created unprecedented 
opportunities for students and teachers to use real data sets as vehicles to understanding 
and applying the epistemologies and research practices of the different geoscientific 
disciplines. At the same time, immersing students in data as a vehicle for improved 
geoscience education has its risks. Students may or may not come to a data-immersive 
geoscience class prepared to handle the components of the curriculum that require 
foundational data literacy proficiencies. Without this background, they may be ill-
equipped to carry out data-rich tasks that require them to learn and apply the proficiencies 
to the distinctive requirements of research in the respective geoscience disciplines.  
 
Part of this problem stems from the fact that, in most K-12 schools, the teaching of the 
fundamentals of data literacy straddle content areas. Instruction about data, especially 
about central tendency, graph interpretation, proportional reasoning, and statistics occurs 
in math class, yet usually in isolation of scientific inquiry. Other data skills and 
understandings having to do with sampling, distribution, measurement error, natural 
variability and other data-related facets of inquiry receive less, if any attention, in math 
class. This leaves it to the science or social studies teacher to teach these other data 
literacy fundamentals, and many do not.  
 
In the future, more assessments measuring foundational data literacy could be designed in 
a systematic, comprehensive manner. They could conform and align to a developmental 
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set of benchmarks about what students should be able to know and do with data at 
different points in their education. These could support and render more systematic and 
explicit the school's role in building foundational data literacy skills and understandings 
that can then be adapted and applied to the different scientific disciplines, in the 
geosciences and in other areas. To develop such a resource bank of assessments, a 
challenge would be to differentiate between foundational aspects of data literacy and 
aspects that cannot be taught or assessed independently of their application in specific 
scientific or social scientific disciplines.  
 
References 
Bransford, J. D., Brown, A. L., and Cocking, R. R. editors (1999) How People Learn: 

Brain, Mind, Experience, and School. National Academy Press: Washington, D.C. 
National Council for the Social Studies. Expectations of Excellence, Curriculum 

Standards for Social Studies. Washington: National Council for the Social 
Studies, 1994. 

National Council of Teachers of Mathematics. (2000). Principles and standards for 
school mathematics. Reston, VA: NCTM. 

National Research Council (1996). National science education standards. Washington, 
DC: National Academy Press. 

Quellmalz, E., Kreikemeier, P., Rosenquist, A., & Hinojosa, T. (2001). Aligning GLOBE 
to National and International Standards. Paper presented at the Sixth Annual 
GLOBE Conference, Blaine, WA. 

Quellmalz, E.S., Zalles, D. (2002). Integrative Performance Assessments in Technology. 
SRI International. 

Taylor, Catherine S., Nolen, Susan Bobbit. (2004). Classroom Assessment: Supporting 
Teaching and Learning in Real Classrooms. New Jersey: Prentice-Hall, Inc. 

 
 




